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A Self-Organizing Global Sliding Mode Control and
Its Application to Active Power Filter
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Abstract—In this article, a self-organizing global sliding mode
control (GSMC) is developed for a class of dynamic systems,
whereby modeling uncertainties are estimated by metacognitive
fuzzy-neural-network (MCFNN) framework. First, a GSMC is de-
signed for the tracking of reference signals to eliminate the reaching
mode and chattering phenomenon. To overcome the drawbacks of
GSMC, the control law is designed based on MCFNN instead of
the uncertain information. Distinguished from the fixed structure
schemes, MCFNN can restructure the network structure and pa-
rameters by extracting useful input data not all data. Moreover,
in order to alleviate redundant or inefficient computation, only
the parameters of the rule nearest to the current data instead of
all rules are updated online based on Lyapunov stability analysis.
Finally, simulation and experimental investigations on active power
filter are employed to verify the control performance of proposed
controller.

Index Terms—Active power filter (APF), adaptive control, fuzzy
neural network (FNN), sliding mode control (SMC).

I. INTRODUCTION

IN PRACTICAL applications, various kinds of disturbances
and uncertainties adversely affect the performance of control

systems, which make the control design difficult. In recent
decades, many types of control strategies have been developed
for nonlinear dynamic systems [1], [2]. Due to its robustness
to system uncertainties, sliding mode control (SMC) has been
one of the most widely and efficiently utilized control schemes
for uncertain systems [3]–[5]. There are two different modes,
namely reaching mode and sliding mode, in the traditional
SMC. It is worth mentioning that the insensitive to parameter
variations and external disturbances exists only in the sliding
mode phase. That is, there is no global robustness in the tradi-
tional SMC. Under these circumstances, the concept of global
sliding mode control (GSMC) method is proposed to offer a
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general structure to eliminate the reaching phase [6]. In GSMC,
by using an extra term in the switching curve, the reaching
interval of SMC is removed and the states move on the switching
curve exactly from the beginning [7], [8]. GSMC can guarantee
the robustness and acceleration of the system and remove the
reaching phase, such that it has been successfully applied to
various practical systems [9], [10]. Inspired by the superior
benefits of the GSMC technique, we thus apply the GSMC
control approach to realize the tracking issue in this article and
experimentally evaluate its remarkable performance.

However, there are some problems to be solved for GSMC,
such as chattering phenomena, requirement of prior knowledge.
It should be noted that chattering phenomenon could cause IGBT
malfunction to deteriorate power quality. Using quasi-SMC, first
one can be overcome in which conventional-SMC is adopted
only in the boundary layer outside, whereas continuous state
feedback control is executed in the boundary layer to eliminate
the chattering [11]. And one of the effective approaches to
relax the dependence on prior knowledge of GSMC is uncer-
tainty observer. Different from other typical state observer like
Luenberger observer and adaptive observers [12]–[15] which
require the exact model information, intelligent control-based
estimators behaves with a very strong robustness due to an
inherent ability to learn and approximate a nonlinear function
[16], [17]. In general, in order to relax the dependence on system
information, intelligent control such as fuzzy SMC and neural
network SMC [18]–[20] were further developed in two ways.
One is to estimate the bounds of uncertainties in Lyapunov
framework so that the stability of closed-loop system can be
ensured, while the other is to design an uncertainty observer for
directly learning the unknown function. Over the past decades,
fuzzy neural network (FNN) system has drawn more and more
attention due to its combined advantages in fuzzy logic and neu-
ral network. Therefore, FNN have been developed for uncertain
nonlinear systems in the control design [21]–[23].

It is noteworthy that all of the above FNN control methods are
developed only considering parameter learning with predefined
structure. From the perspective of practice, the generalization
ability of FNN with fixed structure is actually limited especially
when reference signals rapidly change [24]. In [25], [26], for
eliminating harmonics in the ac electric railway systems, an APF
is developed, in which discontinuity of driving frequency leads
to frequent changes in traction loads. Using FNN without struc-
ture updated online, control ability would be greatly reduced if
adverse fuzzy rules are defined in advance in this context. By ex-
ploiting adaptive capability of parameters and structures during
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the operating process, self-organizing FNN has been applied
for nonlinear dynamic system to improve the generalization
capabilities of FNN [27]–[30]. Since metacognitive algorithms
possess the advantages to handle optimization problems, struc-
tural adaptive ability can be realized using metacognitive fuzzy
neural network (MCFNN) [31], [32]. In the MCFNN, fuzzy rules
and number of nodes both are not predefined at the beginning,
and the structure and network parameters will be adjusted with
data deletion and learning schemes to realize a full learning
process.

In this article, a self-organizing global sliding mode control
(SOGSMC) is proposed to design a high-performance control
system for a class of dynamic systems. Quasi-GSMC is con-
structed to impose robustness, eliminate reaching phase, and
avoid chattering phenomenon. In addition, MCFNN is combined
to quasi-GSMC to relax the requirement of system information.
The novel control law can be easy to be implemented due to
low computation burden. The closed-loop stability and zero
convergence of tracking errors can be achieved by Lyapunov
analysis. The major contributions of this article are summarized
as follows:

1) Due to system uncertainties and unknown external distur-
bances, an MCFNN control with structure adjustment on-
line is given to estimate unknown functions. The MCFNN
could realize more complex function fitting and higher
mimicking accuracy by fast convergence using evolving
parameters and structure. Its superiority is to increase
the control accuracy and decrease the response time for
dynamic systems.

2) MCFNN is introduced to provide with a good estimate for
unknown terms of dynamic system because of unexpected
perturbations in practical systems. Only if current input
variables meet the requirements of data learning scheme,
parameter updating mechanism will be triggered. In this
way, computational burden is reduced for real-time con-
trol. In data learning scheme, hidden nodes and fuzzy rules
can be generated or deleted based on the measurement of
current input variable.

3) As it is difficult to establish accurate mathematical model
for dynamic systems because of their nonlinearity and
uncertainties, an SOGSMC which possess the salient merit
of robust control has a great potential for a class of dynamic
systems. Simulation and experimental results also showed
that the proposed controller could achieve satisfactory
performance.

Remark 1: The GSMC has been introduced for various non-
linear systems. For example, in [7], a GSMC is presented for ac-
tive power filter (APF). But the requirements of detailed system
information limit its applications. For most practical systems, the
unpredictable perturbations always exist, which have adverse ef-
fects on the control performance. It is noteworthy that most of the
system parameters except for the constant termB are not needed
in the proposed controller (29). In recent years, fuzzy system and
neural network is utilized to estimate unknown function. How-
ever, it is noteworthy that it is a challenge to handle the definite
inference mechanism in the neural network, and it is difficult for
engineers to choose suitable membership functions in the fuzzy

system. MCFNN not only possess the merits of the humanoid
reasoning and parameter adaptive ability, but also reveal better
learning abilities with structural adjustment compared with the
FNN with fixed structure in [23]. In addition, distinguish from
the existing work [23], metacognitive schemes including data
deletion and data learning can be executed concurrently online
in the proposed control method. The input variables under the
requirements of data learning are deleted and not trigger the
parameter updating mechanism, which avoids the over-learning
and enhance the generalization capability in real-time control.
Data learning scheme aims to achieve determining the network
structure and adjusting parameters simultaneously. All of the
membership functions are automatically added into rule base
online. Moreover, different from the existing GSMC susceptible
to chattering phenomenon aroused by the sign function, the pro-
posed control law is softened using the designed boundary layer
and chattering problem can be attenuated effectively. Thus, this
study aims to propose a GSMC-based MCFNN control strategy
to realize accurate, smooth, and reliable control. In addition,
network parameters of the proposed control scheme are online
updated derived from Lyapunov stability theorem to assure the
convergence ability and stable control performance. In the state
of the art, there is no GSMC using MCFNN that reliable control
and system stability can be realized contemporaneously for dy-
namic systems with unknown lumped uncertainties. Therefore,
the main novelty of this study is that GSMC using MCFNN
is introduced to ensure better control performance for dynamic
systems. Moreover, GSMC using MCFNN can be implemented
in various applications, such as automobile electronic throttle,
surface vehicles, and hybrid maglev transportation system.

II. PROBLEM STATEMENT

For the simplification of illustration, consider a class of uni-
versal multiinput systems

Ẋ = F (X) +BU (1)

where X ∈ R
n

represents a state vector and U ∈ Rn is a
control input vector, F (X) ∈ R

n
is assumed to be unknown

and bounded nonlinear functions, and B ∈ R
n×n

is parameter
matrices.

As mentioned before, parameter perturbation and external
disturbance have adverse effects on practice systems, so the
universal multiinput nonlinear systems should be described as

Ẋ = F (X) + ΔF (X) + (B +ΔB)U + d (2)

where ΔF (X) and ΔB are the uncertainties of F (X) and
B, d presents an unknown perturbation caused by unmodeled
dynamics and external disturbance.

The system model (1) could be rewritten as

Ẋ = F (X) +BU +H (3)

where H ∈ Rn is a lumped perturbation given by

H = ΔF (X) + ΔBU + d. (4)

Assumption 1: The uncertainty H is bounded such that
‖H‖ ≤ HM , where HM is a known positive constant.
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The conventional GSMC for (3) is described in the following
part by assuming all the parameters of the system are well
known.

The tracking error between the state trajectory X and refer-
ence trajectory Xd and its derivative can be defined as

e = X −Xd (5)

ė = Ẋ − Ẋd. (6)

The following global sliding surface can be expressed as

S = Ce− g(t) (7)

where C is a positive constant, g(t) ∈ R
n

, gi is the element of
the vector g(t), which should be properly designed if following
three conditions are satisfied:

1) gi(0) = cei0,
2) If t→ ∞, gi → 0,
3) gi has a first derivative.

where ei0 is an initial value of ei, ei is the element of the
vector e.

So gi can be designed as gi = gi(0)e
−kt, wherek is a constant.

The time derivative of S is

Ṡ = Cė− ġ(t)

= C(Ẋ − Ẋd)− ġ(t)

= C[F (X) +BU +H − Ẋd]− ġ(t). (8)

Then, the GSMC is adopted as

Ugsm =
B−1

C
[ġ(t)− CF (X) + CẊd −Dsgn(S)] (9)

where D is a designed positive constant.
Proof: Choose a Lyapunov function as

V1 =
1

2
STS. (10)

Differentiating (10) with respect to time, the following ex-
pression can be obtained:

V̇1 = ST [C(F (X) +BU +H − Ẋd)− ġ(t)]. (11)

Substituting the controller (9) into (11), it can be obtained that

V̇1 = ST [C(F (X) + C−1(ġ(t)− CF (X) + CẊd

−Dsgn(S)) +H − Ẋd)− ġ(t)]

= ST [CH −Dsgn(S)] = −D ‖S‖+ STCH

≤ −D ‖S‖+ ‖S‖CHM = ‖S‖ (CHM −D). (12)

The above inequality (12) meets V̇1 < 0 when D > CHM .
The negative definite of V̇1 means that V1, S both are bounded.
From (8), we can conclude that Ṡ is also bounded, and the
GSMC can ensure superior trajectory tracking performance and
guarantee closed-loop asymptotic stability.

However, the GSMC requires model parameters of dynamic
systems, which is difficult to acquire. In this context, F (X)
should be termed as unknown function due to the unexpected
perturbations. So the controller (9) cannot be achieved. Thus,
to alleviate aforementioned problem, an MCFNN approximator

Fig. 1. Structure of MCFNN.

is introduced in the next part. The main feature of MCFNN
approximator is to use MCFNN for learning uncertain parts to
realize robust control performance in Section III.

Remark 2: For the control law defined in (9), if the sign
function sgn(s) is replaced by saturation function, that is

Ugsm

=

⎧
⎪⎨

⎪⎩

B−1

C

[
ġ(t)− CF (X) + CẊd −Dsgn(S)

]
if ‖S‖ > β

B−1

C

[
ġ(t)− CF (X) + CẊd −D S

β

]
if ‖S‖ ≤ β

(13)

where β is a designed positive parameter, then the chattering
will be reduced.

III. METACOGNITIVE FUZZY NEURAL NETWORK (MCFNN)

A. Structure of MCFNN

For purpose of enhancing the tracking performance, relaxing
the restrictions associated with GSMC, and reducing the com-
putational complexity, the proposed MCFNN system combines
cognitive component and metacognitive component in this sec-
tion. The proposed MCFNN, shown in Fig. 1, is constructed by a
four-layer MCFNN framework. The detailed signal propagation
process of the proposed MCFNN is described as follows.

1) First Layer. Input Layer: The input layer completes the
transmission of the input variables (X = [x1 · · · xi · · · xn ]T ).
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2) Second Layer. Membership Layer: Gaussian functions are
introduced to denote the signal propagation process of this layer,
which can be expressed as follows:

μj
i (xi) = exp

[

− (xi − cji )
2

(bji )
2

]

(14)

where cji (i = 1, . . . , n, j = 1, . . . , N) and bji is the central vec-
tor and the base width of the Gaussian function, respectively. For
every input variable xi, the number of membership functions is
N . For purpose of illustration, b and c, where all central vector
and base width is collected, can be determined as

b = [ b1 b2 · · · bN ]T

=
[
b11 · · · b1n b21 · · · b2n · · · bN1 · · · bNn

]T ∈ RNr×1

and

c = [ c1 c2 · · · cN ]T

=
[
c11 · · · c1n c21 · · · c2n · · · cN1 · · · cNn

]T ∈ RNr×1

where Nr = n∗N .
3) Third Layer. Rule Layer: The input signals μj

i (xi) mul-
tiplies each node k in this layer and the product becomes the
output of this layer, termed as the fuzzy inference mechanism.
The relationship can be denoted as

lk = exp

[

−
n∑

i=1

(xi − cji )
2

(bji )
2

]

(15)

where lk(k = 1, . . . , N) denotes the kth output of this layer;N
represents the total number of fuzzy rules.

4) Fourth Layer. Output Layer: Each node yo(o = 1, . . . ,
No) in this layer sums the outputs in previous layer, which can
be stated as

yo =

Ny∑

k=1

ωo
k · lk (16)

in which ωo = [ωo
1 ω

o
2 · · · ωo

N ].
Thus, the outputs of the proposed MCFNN are expressed to

take the following form:

y = [ y1 · · · yo · · · yNo ]
T =Wl (17)

where

W =

⎡

⎢
⎢
⎢
⎢
⎣

ω1
1 ω1

2 · · · ω1
N

ω2
1 ω2

2 · · · ω2
N

...
...

. . .
...

ωNo
1 ωNo

2 · · · ωNo

N

⎤

⎥
⎥
⎥
⎥
⎦
=

[

ω1 ω2 · · · ωNo

]T

l =
[

l1 l2 · · · lN

]T
.

B. Metacognitive Learning Mechanism

Using three different strategies including data learning, data
deleting, and data reserving, the structure and network param-
eters of MCFNN both can be updated online [31], [32]. In

addition, for the sake of limited memory in practical control
system, data reserving scheme is not designed in our MCFNN.
Therefore, only other two strategies are considered in the pro-
posed MCFNN structure.

1) Data learning strategy: During this phase, the structural
adjustment and parameter updating is executed according
to the following criterions.

When ‖x‖ > Ea andψ < Es, another new membership func-
tion should be generated. Due to the fact that conventional
error-based criteria are not sufficient to address the significance
of input variables in the existing FNN, the spherical potential
is adopted as a measure of novelty in the proposed MCFNN
[33], [34]. For spherical potential, the novelty is described by
the projection of the input variable x on to a hyperdimensional
feature space. Due to the Gaussian function used for projec-
tion, there exists a spherical hyperdimensional feature space
described by mean value and standard deviation of the Gaussian
function [31]. First, define the origin of N-dimensional space
as l0 = 1

N

∑N
q=1 l(cq). Then, the squared distance from the

hyperdimensional feature centered at origin l0 is used to express
the spherical potential, which is given by

ψ = ‖l(x)− l0‖2. (18)

From [31], the expansion of the above equation can be deter-
mined as

ψ = l(x, x)− 2

N

N∑

q=1

l(x, cq) +
1

N2

N∑

p,q=1

l(cp, cq). (19)

For Gaussian function, it is obvious that l(x, x) and
1
N2

∑N
p,q=1 l(cp, cq) in (19) are constants so that they can be

removed from the measure of novelty. Therefore, the spherical
potential ψ is defined as the following form:

ψ =

∣
∣
∣
∣
∣
− 2

N

N∑

q=1

l(x, cq)

∣
∣
∣
∣
∣
. (20)

A lower potentialψ indicates that the novelty of input variable
is high and a high potential indicates that the novelty is low so
that no new fuzzy rules need to be added. Es and Ea are the
novelty and adding thresholds. If the value of Ea is chosen too
large, few new rules will be added to capture the knowledge
which will affect the generalization ability of the network.
However, too low value may potentially increase the network
size. As mentioned above, an input variable is novel under the
circumstance that the spherical potential is close to zero. In
general, Es is chosen below 0.1 as the criteria of novelty to
add a new rule. To choose the proper value of Es and Ea, we
should consider an acceptable tradeoff between network size
and required accuracy.

If a new membership function is generated, the initial value
of its parameters are denoted as

cN+1 = x

bN+1 = κ∗ min
∀j

‖x− cq‖ , q = 1, . . . , N

ωo
N+1 = 0 (21)
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where κ is the parameter which controls the overlap between
the rule antecedents. In this article, κ is chosen in the range
[0.5, 0.9]. If the value of κ is chosen too low or too larger, it
will affect generalization ability, leading to adverse effects on
tracking error.

Only if the following condition is met, that is, ‖x‖ > El, the
parameters updating for membership function is triggered. In
the proposed MCFNN, the parameters of membership function
nearest to current input variables are adjusted according to the
adaptive laws deduced from Lyapunov theorem to achieve the
closed-loop stability.

Moreover, if the rule almost has no effect on the output, it will
be termed as low contribution one. In this context, for purpose
of reducing the computational complexity, the low contribution
rule should be removed from the rule base. The contribution
degree of qth rule could be expressed in the following form:

βq = lqmax
∣
∣xiω

o
q

∣
∣ , i = 1, . . . , n, q = 1, . . . , N (22)

where ωo
q is the output weight of the qth rule associated with the

oth output node, which is proper as a measurement of influence
to the output. If βq < Ep, the qth rule should be removed. Too
largeEp will lead to more rules being pruned from the network,
affect the network performance diversely and even cause the
closed-loop instability in practical applications. However, if
Epis chosen too low, fewer rules will be pruned leading to the
increased network size.

2) Data deletion strategy: In order to avoid over-learning and
sort out redundant or inefficient computation, current input
variables are removed from the metacognitive component
since it is not necessary to update the network parameters
under the circumstance that it cannot satisfy the criterion
of data learning strategy.

C. MCFNN Control Using Global Sliding Mode Control

Due to uncertain or unknown F (X), the controller (9) is
difficult to be realized. Considering the remarkable feature to
learn any smooth functions of FNN, an MCFNN estimator can
be utilized to mimic the unknown part.

Assumption 2: There exist optimal weightW ∗, central vector
c∗, and base width b∗ to mimic uncertain term F (X) which is
defined as F (X) =W ∗l∗ + ε, where l∗ = l∗(X, c∗, b∗), ε is the
mapping error. In general, ε can be assumed to be uniformly
bounded as ‖ε‖ ≤ εb, where εb is a positive constant.

The real output of MCFNN for the estimation of uncertain
part is

F̂ (X) = Ŵ l̂ ∈ Rn (23)

where Ŵ ∈ Rn×N is the estimated weight vector and l̂ ∈ RN×1

defined as l̂ = l̂(X, ĉ, b̂) is the estimated network parameters. It
should be noted that No = n in this context.

The optimal parameters comprise two parts using the winner
rule strategy [32]. One part denotes optimal parameters of the
active nearest rule, which are represented as W ∗

near ∈ Rn×1,
b∗near ∈ Rn×1, and c∗near ∈ Rn×1. The other part denotes in-
activated rules, comprising the optimal parameters of fixed
rules, which are represented as W ∗

far ∈ Rn×(N−1), b∗far, and

c∗far(1 ≤ far ≤ N, far 	= near). Hence,

l∗(x, c∗, b∗) =

[
l∗near(x, c

∗
near, b

∗
near)

l∗far(x, c
∗
far, b

∗
far)

]

W ∗ =
[

W ∗
near W ∗

far

]T
.

Similarly, the estimates are divided into Ŵnear ∈ Rn×1, b̂near,
ĉnear ∈ Rn×1, Ŵfar ∈ Rn×(N−1), b̂far, and ĉfar ∈ R(Nr−n)×1.

Then, the estimated error between the real value and the output
of MCFNN is defined as

F (X)− F̂ (X) =W ∗
nearl

∗
near − Ŵnear l̂near + ε

=W ∗
near(l̂near + l̃near)− Ŵnear l̂near + ε

=W ∗
near l̂near +W ∗

near l̃near − Ŵnear l̂near + ε

= W̃near l̂near + Ŵnear l̃near + ε0 (24)

where ε0 = W̃near l̃near + ε.
The linearization theorem of Taylor expansion is utilized to

represent the uncertain function by a partially linear one and the
expansion of l̃ is denoted in the following form:

l̃near =
∂lnear
∂cnear

|c=ĉ (c
∗
near − ĉnear)

+
∂lnear
∂bnear

∣
∣
b=b̂ (b

∗
near − b̂near) +Oh

= lc · c̃near + lb · b̃near +Oh (25)

where c̃near, b̃near are represented as following:

c̃near = c∗near − ĉnear ∈ Rn×1

b̃near = b∗near − b̂near ∈ Rn×1. (26)

lc, lb in (25) can be determined as

lc =
[

∂lnear

∂cnear
1

. . . ∂lnear

∂cnear
i

. . . ∂lnear

∂cnear
n

]
|c==ĉ ∈ R1×n (27)

lb =
[

∂lnear

∂bnear
1

. . . ∂lnear

∂bnear
i

. . . ∂lnear

∂bnear
n

] ∣
∣
b==b̂ ∈ R1×n. (28)

For the stability of the system, the control law is designed as

U =
B−1

C
[ġ(t)− CF̂ (X) + CẊd −Dsgn(S)]. (29)

Theorem 1: Consider a class of universal dynamic systems
with parameter perturbation and external disturbance repre-
sented by (3), if the MCFNN law is formulated as (29), the
corresponding adaptation laws for MCFNN parameters are de-
signed as (30)–(32), then the asymptotic stability of the proposed
MCFNN system can be guaranteed. The block diagram of the
controller is shown in Fig. 2

˙̃WT
near = − η1S

TCl̂near (30)

˙̃cTnear = − η2S
TCŴnearlc (31)

˙̃
bTnear = − η3S

TCŴnearlb (32)

where η1, η2, and η3 are positive learning rates.
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Fig. 2. Block diagram of metacognitive fuzzy-neural-network control using
global sliding mode control.

Proof: The following Lyapunov function candidate is de-
fined as

V2 =
1

2
STS +

1

2η1
tr(W̃T

nearW̃near) +
1

2η2
tr(c̃Tnearc̃near)

+
1

2η3
tr(b̃Tnearb̃near) (33)

1
2η1

tr(W̃T
nearW̃near)+

1
2η2

tr(c̃Tnearc̃near)+
1

2η3
tr(b̃Tnearb̃near)

is denoted as M for the sake of illustration.
Deriving V2 with respect to time and substituting the con-

troller (29) into it, the following expression can be obtained:

V̇2 = ST Ṡ + Ṁ = ST [C(W̃near l̂near + Ŵnear l̃near + ε0)

+ CH−Dsgn(S)] + Ṁ. (34)

Then, substituting the Taylor expansion into (34), it can be
obtained that

V̇2 = STCW̃near l̂near + STCŴnear(lc · c̃near + lb · b̃near)
+ STCOho + STCH − STDsgn(S)

+
1

η1
tr( ˙̃WT

nearW̃near)

+
1

η2
tr( ˙̃cTnearc̃near) +

1

η3
tr(

˙̃
bTnearb̃near) (35)

where Oho = ε0 + ŴnearOh.
Using (30)–(32), (35) can be rewritten as

V̇2 = ST [CH + COho]− STDsgn(S)

= ST (CH + COho)−D ‖S‖
≤ ‖S‖ (CHM + COM −D). (36)

Oho is assumed to be uniformly bounded as ‖Oho‖ ≤ OM .
The following inequality can be obtained if D > C(HM +
OM ).

V̇2 < 0. (37)

The negative definite of V̇2 suggests that V2, S both are
bounded. It can be concluded that Ṡ is bounded. The inequality
V̇2 ≤ ‖S‖(CHM + COM −D) indicates that S is integrable
as
∫ t

0 ‖S‖dt ≤ 1
CHM+COM−D [V (t)− V (0)]. It can be obtained

that limt→∞
∫ t

0 ‖S‖ dt is bounded since V (0) is bounded and

V (t) is bounded and nonincreasing. Since limt→∞
∫ t

0 ‖S‖ dt

and Ṡ are bounded, according to Barbalat’s lemma, S(t) will
achieve limt→∞ S(t) = 0. Therefore, the control force can as-
sure the asymptotical stability of closed-loop system and high
accuracy tracking performance. One can conclude that GSMC
using MCFNN can achieve global robust and low computational
burden even with uncertain or unknown functions.

IV. SIMULATION AND EXPERIMENTAL VALIDATION FOR

ACTIVE POWER FILTER

In this section, the performance of proposed SOGSMC is
illustrated by two examples, which is described next.

Example 1: In this example, the performance of proposed
control approach is studied through an APF [23]. The APF model
is described as following:

Ẋ = F (X) +BU +H (38)

where X = [i1i2i3]
T , F (X) = [−Rc1

Lc1
i1 +

v1

Lc1
− Rc1

Lc1
i2 +

v2

Lc1

− Rc1

Lc1
i3 +

v3

Lc1
]T , B = − Vdc

Lc1
, U = [u1 u2 u3 ]

T , and H is
lumped uncertainties.

To achieve the target of purifying harmonics, APF usually
requires multiple sensors to detect load current, compensation
current (system state in the proposed control system), grid-side
voltage, and dc-link voltage. It can be seen from (38) that there
exist v1, v2, and v3 in F (X). In practical operation, once the
grid-side voltage sensor fails, incorrect v1, v2, and v3 leading to
incorrectF (X) will significantly affect the control performance
in reality, and even lead the system to instability. Therefore, it is
essential that F (X) is termed as an unknown or uncertain part
of APF due to sensor fault of grid-side voltage, and it should
be well estimated by MCFNN approximator. In addition, fault
detection and fault-tolerant control schemes in [15], [35] also
are effective for measurement noise and sensor fault, which will
be further studied in our further work.

In practical operation, APF is equivalent to a flow control cur-
rent source which contains three sections, reference generation
module, control system, and main circuit. It is worth noticing that
the performance of an APF depends not only on the reference
tracking performance, but also the accuracy of the reference
generation. The ip − iq algorithm is utilized as harmonic current
detection method in reference generation module, where the
reference currents should be the same magnitudes and opposite
phases with the harmonic currents [36], [37]. The block diagram
for ip − iq algorithm is shown in Fig. 3, where i1, i2, and i3 are
detected load currents, i1f , i2f , and i3f are fundamental cur-
rents, i∗1, i∗2, i∗3 are harmonic currents. ip and iq are active current
and reactive current, respectively, ip1 and iq1 are fundamental
active current and fundamental reactive current, respectively,
and Vs is source voltage. Their mathematical relationship is

[
ip

iq

]

= CC32

⎡

⎣
i1
i2
i3

⎤

⎦ (39)

C32 =

√
2

3

[
1 −1/2 −1/2

0
√
3/2 −√

3/2

]

(40)
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Fig. 3. Block diagram for reference generation.

C =

[
sinωt − cosωt

− cosωt − sinωt

]

(41)

⎡

⎢
⎣

i1f

i2f

i3f

⎤

⎥
⎦ = C23C

−1

[
ip1

iq1

]

(42)

⎡

⎢
⎣

i∗1
i∗2
i∗3

⎤

⎥
⎦ =

⎡

⎢
⎣

i1

i2

i3

⎤

⎥
⎦−

⎡

⎢
⎣

i1f

i2f

i3f

⎤

⎥
⎦ . (43)

The aim of this control problem is to use proposed control
strategy to make the compensation current ic track reference
current icref .

In the MCFNN, the initial values of the central vector are
set as c = [−2 −1 0 1 2 ]T , the initial values of base width are
set as b = [1 1 1 1 1 ]T , and the initial weights are chosen as
random numbers between −1 and 1. Ea = 5, Es = 0.02, κ =
0.8, Ep = 0.2, C = 1000, η1 = 1,η2 = 0.01,η3 = 0.01, D =
1000, and k = 100. Table I shows the system parameters for
example 1.

Load current is illustrated in Fig. 4(a). Also, harmonic spec-
trum of the load current is shown in Fig. 4(b). It is seen that there
are abundant harmonics in load current and the total harmonic
distortion (THD) is up to 24.72%. Source current is shown in
Fig. 5. As it can be seen, using APF with the proposed controller,
the source current is close to sinusoidal with its THD reduced
to 1.70% which demonstrates that the source current is purified
efficiently.

The simulation results under load variations are presented in
Figs. 6 and 7. This figure shows, from top to bottom, source

TABLE I
SYSTEM PARAMETERS

Fig. 4. (a) Load current. (b) Harmonic spectrum of load current.

voltage, load current, source current, compensation current,
reference current, tracking error, and dc voltage. It can be noted
that the output compensation current of APF can be modified
quickly to eliminate the harmonics effectively and dc voltage
is forced to a stable state during a change in the load current.
In MCFNN, fuzzy rules can be generated or pruned at certain
instant. So, the rule base has a clear learning process and arrives
at a stable state with three rules in Fig. 7. It is noteworthy that
there are five fuzzy rules in FNN during a trial-and-error process
in [23] which imposes more computational burden. Thus, one
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Fig. 5. (a) Source current after harmonics compensation. (b) Harmonic spec-
trum of source current after harmonics compensation.

Fig. 6. Simulation results of APF under load variations.

Fig. 7. Rule evolvement.

Fig. 8. Simulation results of APF with the variation in inductance.

can obtain that APF with SOGSMC reveal remarkable features
in dynamic and static.

In order to verify the transient performance of the controller in
case of dynamic parameter variation, ac inductance varies from
10 to 12 mH at t = 0.1 s and from 12 to 10 mH at t = 0.2 s
in Fig. 8, and dc capacitance varies from 2200 to 1100 μF
at t = 0.1 s and from 1100 to 2200 μF at t = 0.2 s in Fig. 9,
respectively. It is noteworthy that the source current is still
close to sinusoidal with parameters perturbation, and remarkable
transient performance of the proposed control can be confirmed
from Figs. 8 and 9.

To further test the outstanding property of the proposed
SOGSMC, we also give simulation results with other advanced
control schemes, such as adaptive fuzzy sliding control (AFSC)
[38] and adaptive fuzzy backstepping control (AFBC) [39].
When comparing performance of the three control methods
in simulations and experiments, we use the identical reference
generation method based on ip − iq . Note that AFSC and AFBC
in [38], [39] both are designed for APF and proved to be effec-
tive so that the comparative simulation results are convincing.
The following root-mean-square-error (RMSE) is taken as the
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Fig. 9. Simulation results of APF with the variation in dc capacitance.

TABLE II
COMPARISONS OF ROOT MEAN SQUARE ERRORS

TABLE III
SYSTEM PARAMETERS AND COMPONENTS FOR EXPERIMENT

current tracking performance measure to do the comparison.

RMSE =

√
1

T

∑T

d=1
e2(d)

where T is the total number of tracking error. According to the
RMSE measures in Table II, proposed SOGSMC has over 38%
and 62% tracking improvement than AFSC and AFBC, respec-
tively. From this, we can conclude that tracking performance of
SOGSMC is better than AFSC and AFBC.

Example 2: In this example, the proposed control approach
is further evaluated with the experimental results of APF in
Figs. 10–18. Nominal values of system parameters and com-
ponents are collected in Table III.

The steady-state experimental results are presented in Figs. 11
and 12. Fig. 11 presents the steady-state experimental results of
source voltage, load current, compensation current supplied by
APF, and source current. There are abundant harmonics in load
current and the THD is up to 30.28%. As it can be seen, using
APF with the proposed controller, the source current is close to

Fig. 10. Experimental prototype developed in the laboratory. (a) Overall
structure. (b) APF.

Fig. 11. Steady-state experimental results.

sinusoidal with its THD reduced to 3.26% which demonstrates
that the source current is purified efficiently.

Fig. 13 presents the dynamic experimental results. It can
be noted that the output compensation current of APF can be
modified quickly to eliminate the harmonics effectively during
a change in the load current. Thus, one can obtain that APF with
SOGSMC reveal remarkable features in dynamic and static.
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Fig. 12. Harmonic spectrum of source current. (a) Without APF. (b) With APF.

In order to demonstrate the superiority of SOGSMC in strong
robustness with parameter uncertainties, an APF with the pa-
rameter uncertainties is executed. As shown in Figs. 14–16, it
is noted that the source current is still close to sinusoidal with
parameters variation in the inductance and the dc capacitance
which can represent the parametric perturbation. It can be con-
cluded that SOGSMC has good robustness to the parameter
variations.

To further test the remarkable feature of SOGSMC, experi-
mental results using other advanced control strategies for APF,
such as AFSC [38] and AFBC [39], are shown in Figs. 17 and
18. It is noteworthy that different control methods lead to similar
harmonic suppression performance in Figs. 17 and 18. However,
the THD of the proposed SOGSMC is smaller than that of its
competitors, more than 15% and 37%, respectively. Taking into
consideration structure-adjustment and parameter-adaptive ca-
pability, the proposed SOGSMC shows superior performance for
APF compared with other existing advanced control schemes.

Remark 3: For APF, H in the mathematical expression (38)
represents the main characteristics of the lumped uncertainties.
It is an integration of unknown equivalent resistance and other
perturbed components containing reactors and power capaci-
tors, and the uncertain external disturbances including the load
perturbations. The lumped uncertainties can be assumed to be
bounded in practical systems. However, as the value of D lies
on the supremum of lumped uncertainties, the problem is their
supremum, which is not easy to measure accurately, resulting in
the difficulty in realizing the controller. In the ordinary GSMC,
D should be larger than their supremum, which always leads to

Fig. 13. Dynamic experimental results. (a) Loads increase. (b) Loads decrease.

Fig. 14. Experimental results with Lc = 10 mH, C = 1100 µF.

chattering phenomenon. Whereas, due to the use of saturation
function, the chattering phenomenon will be further alleviated,
which is highly preferable in APF.

Remark 4: In the ordinary SMC, due to the fact that the
sliding regime may occur only near the origin of phase plane
and the response during the reaching phase is sensitive to system
perturbation, robust performance is not ensured [40]. For the
proposed GSMC scheme, the sliding surface is designed such
that the initial state is located on it; then the system states are
constrained to the sliding regime by an SMC. Therefore, the
sliding mode invariably exists and robust performance is ensured
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Fig. 15. Experimental results with Lc = 12 mH, C = 1100 µF.

Fig. 16. Experimental results with Lc = 12 mH, C = 2200 µF.

throughout an entire response. There are three conditions for g(t)
in the proposed sliding surface. Condition (1) implies that the
system state is initially located in the sliding regime. Condition
(2) implies the asymptotic stability of the closed-loop system.
Condition (3) is required for the existence of a sliding mode. If
Conditions (1)–(3) are satisfied and the control law is designed
such that the sliding condition holds near the sliding regime,
asymptotic stability is ensured and the sliding mode exists
continually so that robustness is ensured throughout the entire
response.

Remark 5: As can be seen from (3), B considered in this
article is a constant matrix with no uncertainties. Although the
assumption of B is a strong restriction, many physical systems,
such as automobile electronic throttle [13], surface vehicles [24],
hybrid maglev transportation system [41], can be described in the
form of system (3). In [13], [24], [41], we can see that the coeffi-
cients of control inputs are constants. Without loss of generality,
a class of uncertain dynamic systems is considered in the fu-
ture work, whose form is given as Ẋ = F (X) +G(X)U +H ,
whereF (X) andG(X) are assumed to be unknown and bounded
nonlinear functions. To handle F (X) and G(X), we can utilize
two MCFNNs to estimate them. It is worth noticing that the
output weight and parameter updating laws for the estimation
of G(X) using MCFNN will be different from that used for
estimating F (X). Based on the contribution of this article,
we can carry out the similar design process to redesign the

Fig. 17. Experimental results using AFSC. (a) Experimental waveforms.
(b) Harmonic spectrum of source current.

output weight and parameter updating laws for the estimation
of G(X) in the universal dynamic systems (2). However, it will
increase the computation burden due to so many adaptive laws.
In [35], [42], [43], other effective schemes for handling G(X)
in nonlinear system are developed, where G(X) can be coped
with a simpler form in the controllers. The detailed explorations
for universal dynamic systems can be developed in our future
work.

Remark 6: APF discussed in this study can be described by
system (3). The operation of APF can be controlled using outer
voltage loop and inner current loop. The main control objective
of outer voltage loop is to regulate the dc-link capacitor voltage.
In this article, PI regulator is adopted to minimize the error
between actual Vdc and reference dc-link voltage. The main aim
of inner current loop is to track the reference signals, which is
the key to achieve the target of purifying harmonics. It is worth
noting that Vdc can be regulated at an expected value with PI
control and the change of dc-side voltage is far less than that
of compensation current. So, dc-side voltage can be treated as
a constant in the design of inner current loop (the proposed
MCFNN control). Lc1 is the nominal value of inductor, which
also can be termed as a constant. Thus, B = − Vdc

Lc1
is classified

as a constant term with no need to estimate. So we use MCFNN
to estimateF (X) instead ofF (X) andB. Moreover, simulation
and experimental results demonstrate that the proposed MCFNN
control is effective to achieve the control aim for APF.

Remark 7: To further simplify the tuning procedure of
prespecified parameters for practical implementation, the
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Fig. 18. Experimental results using AFBC. (a) Experimental waveforms.
(b) Harmonic spectrum of source current.

detailed parameter selection criteria are summarized as follows.
Considering the GSMC parameter values of C and k, these
parameters are determined by trial and error with some empirical
rules. C and k can influence the convergence rate and the track-
ing performance. The larger values of C and k, the faster error
convergence rate, but their values should be limited in practical
implementation due to control saturation. The choice of the
value ofD has a significant effect on the control performance. If
D is chosen too large, the sign function will cause the undesired
chattering phenomena. However, the control system may be
unstable if D is chosen too small. Moreover, the parameters
η1, η2, and η3 should be positive constants based on Lyapunov
theorem. By empirical rules, larger values of η1, η2, and η3 could
result in divergence control responses. On the other hand, smaller
values of η1, η2, and η3 could result in slow convergence of the
control performance. It is worth noticing that η1 is always larger
than η2 and η3 since the weight vector matrix dominates the
major network output. In addition, when determining the values
ofEa,Es, κ, andEp, we need to consider an acceptable tradeoff
between control performance and computational burden. For
example, smaller value ofEp can remove more rules and reduce
computation burden with the sacrifice of the degraded control
performance due to the lower learning capability.

Remark 8: It is worth noting that unlike Quasi-GSMC in
this article, high-order SMC is also an effective scheme to
deal with chattering phenomenon [44]. Different from conven-
tional first-order SMC, the construction of the control law in

high-order SMC is formularized using the derivative of sliding
mode function, leading into continuous control law and allevi-
ating the chattering problem in theory. Thus, some explorations
using high-order SMC for APF can be developed in the imme-
diate future.

Remark 9: In recent years, the remarkable development of
very large-scale integration has boosted the improvement of
computing power of microprocessors unprecedentedly. In this
context, intelligent control strategies with computational com-
plexity could be achieved using a high-performance micropro-
cessor. Thus, it is not difficult to achieve the proposed SOGSMC
via current dSPACE or DSP with high performance cores. In ad-
dition, detailed experimental results in Figs. 11–18 have revealed
the superior values of the proposed GSMC using MCFNN for
practicing engineers.

V. CONCLUSION

An SOGSMC is developed in this study to achieve superior
tracking property of multiinput universal dynamic systems with
uncertainties. In addition to the remarkable characteristics of
global robustness and chattering free, the structure of the pro-
posed MCFNN can be updated online and zero convergence
ability also can be ensured with rigorous stability analysis
deduced from Lyapunov theorem. In the rule evolvement, the
membership functions are dynamically adjusted and pruned so
that the proposed SOGSMC can acquire unexpected dynamic
changes. The simulation and experimental validations for APF
verify that the proposed schemes can realize better control
performance with less fuzzy rules than traditional FNN, showing
high harmonic elimination ability under various conditions.
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